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Interpreting confidence intervals

• Interpretation little tricky
• “if we replicated the experiment over and over again and computed 

a 95% CI for each replication, then 95% of those intervals would 
contain the true mean”
• “Our CI is a range of plausible values for. Values outside the CI are 

relatively implausible. “ (Cumming & Finch, 2005)

• Not about your beliefs about the population

• In an alternative framework – Bayesian Statistics – there’s a related 
idea called “credible intervals”. Credible intervals concern beliefs. 



Assignment 5, Question 2c



Midterm review questions (by tomorrow 
midnight)



Effect size as unit of analysis: Quantitative, scale-free 
measure of an effect.

Cohen’s d: 

diff.	between	means

standard	dev.
Effect	Size	=

Last time: Quantifying the magnitude of an effect
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Practice with effect sizes

Where’s the dofa?
Bion, et al. (2013)
For 24 mo, mean proportion of 
trials fixating on novel object = 
.65 (SD = .13)

chance

.65

.13

d
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(Patil,	Peng,	&	Leek,	2019)

REPLICATE = Get same result 
with a new dataset
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Replications: Who and what?

Who does replications?
• As a first step in a project where you’re building on an effect in the literature
• Large scale coordinated efforts (e.g., OSF project)
• Students in methods courses (Frank & Saxe, 2012)

• Journals are starting to become more amenable to publishing straight 
replications.

What counts as a replication?
• No replication is ever exact (different time, experimenter, lighting, etc.)
• In principle, you should think of a close replication as having all the same 

theoretically relevant methodological choices 
• But, ultimately this is subjective and a continuum



Statistical framework for thinking about 
replications

Null 
Hypothesis 
Testing

Effect 
Sizes

Are the means different?
(yes/no)

How different are the means?



Consciousness essay 
(control)

Read Passage

Anti-free-will essay

“glitchy” Math Test

Measure: How much did 
they cheat?





Calculating an effect size

diff.	between	means

standard	dev.
Effect	Size	=
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Replication of Vohs and Schooler (2017)

N = 58
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Interpreting the replication
Statistics Original Replication Interpretation
p-value	(t-
test)

<.01 .44 Did	not	replicate

Effect size .84 [.06, 1.62] .2	[-.32,	.72] Effect size	much	smaller	(1/4),	
and	the	confidence	interval	for	
the	replicates	includes	0.

Talk to the person(s) next to you, and generate a list of 
reasons why the Vohs & Schooler effect might not have 
replicated.
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Why might an effect not replicate?

1. Effect isn’t real, got unlucky 
in original.

2. Effect is real, but got unlucky 
in replication.

Retain H0 Reject H0

H0 is true correct Error
(Type I)

H0 is false Error
(Type II)

correct



How replicable are psychological studies?

Rumblings that something isn’t right…



in reproducibility across indicators. Replication
success was more consistently related to the
original strength of evidence (such as original
P value, effect size, and effect tested) than to
characteristics of the teams and implementation
of the replication (such as expertise, quality, or
challenge of conducting study) (tables S3 and S4).

Discussion

No single indicator sufficiently describes repli-
cation success, and the five indicators examined
here are not the only ways to evaluate reproduc-
ibility. Nonetheless, collectively, these results
offer a clear conclusion: A large portion of repli-
cations produced weaker evidence for the
original findings (31) despite using materials
provided by the original authors, review in
advance for methodological fidelity, and high
statistical power to detect the original effect sizes.
Moreover, correlational evidence is consistent
with the conclusion that variation in the strength
of initial evidence (such as original P value) was
more predictive of replication success than was
variation in the characteristics of the teams con-
ducting the research (such as experience and
expertise). The latter factors certainly can influ-
ence replication success, but the evidence is that
they did not systematically do so here. Other
investigators may develop alternative indicators
to explore further the role of expertise and qual-
ity in reproducibility on this open data set.

Insights on reproducibility

It is too easy to conclude that successful replica-
tionmeans that the theoretical understanding of

the original finding is correct. Direct replication
mainly provides evidence for the reliability of a
result. If there are alternative explanations for
the original finding, those alternatives could like-
wise account for the replication. Understanding
is achieved through multiple, diverse investiga-
tions that provide converging support for a the-
oretical interpretation and rule out alternative
explanations.
It is also too easy to conclude that a failure to

replicate a result means that the original evi-
dence was a false positive. Replications can fail
if the replication methodology differs from the
original in ways that interfere with observing
the effect. We conducted replications designed
to minimize a priori reasons to expect a dif-
ferent result by using original materials, en-
gaging original authors for review of the designs,
and conducting internal reviews. Nonetheless,
unanticipated factors in the sample, setting, or
procedure could still have altered the observed
effect magnitudes (32).
More generally, there are indications of cul-

tural practices in scientific communication that
may be responsible for the observed results. Low-
power research designs combinedwith publication
bias favoring positive results together produce
a literature with upwardly biased effect sizes
(14, 16, 33, 34). This anticipates that replication
effect sizeswould be smaller than original studies
on a routine basis—not because of differences
in implementation but because the original study
effect sizes are affected by publication and report-
ing bias, and the replications are not. Consistent
with this expectation,most replication effectswere

smaller than original results, and reproducibility
success was correlated with indicators of the
strength of initial evidence, such as lower original
P values and larger effect sizes. This suggests pub-
lication, selection, and reporting biases as plausible
explanations for the difference between original
and replication effects. The replication studies sig-
nificantly reduced these biases because replication
preregistration and pre-analysis plans ensured
confirmatory tests and reporting of all results.
The observed variation in replication and

original results may reduce certainty about the
statistical inferences from the original studies
but also provides an opportunity for theoretical
innovation to explain differing outcomes, and
then new research to test those hypothesized
explanations. The correlational evidence, for ex-
ample, suggests that procedures that are more
challenging to execute may result in less re-
producible results, and that more surprising
original effects may be less reproducible than
less surprising original effects. Further, system-
atic, repeated replication efforts that fail to iden-
tify conditions under which the original finding
can be observed reliably may reduce confidence
in the original finding.

Implications and limitations

The present study provides the first open, system-
atic evidence of reproducibility from a sample of
studies in psychology. We sought to maximize
generalizability of the results with a structured
process for selecting studies for replication.How-
ever, it is unknown the extent to which these find-
ings extend to the rest of psychology or other
disciplines. In the sampling frame itself, not all
articles were replicated; in each article, only one
study was replicated; and in each study, only one
statistical result was subject to replication. More
resource-intensive studies were less likely to be
included thanwere less resource-intensive studies.
Although study selection bias was reduced by
the sampling frame and selection strategy, the
impact of selection bias is unknown.
We investigated the reproducibility rate of psy-

chology not because there is something special
about psychology, but because it is our discipline.
Concerns about reproducibility are widespread
across disciplines (9–21). Reproducibility is not well
understood because the incentives for individual
scientists prioritize novelty over replication (20).
If nothing else, this project demonstrates that it
is possible to conduct a large-scale examination
of reproducibility despite the incentive barriers.
Here, we conducted single-replication attempts of
many effects obtaining broad-and-shallow evidence.
These data provide information about reprodu-
cibility in general but little precision about in-
dividual effects in particular. A complementary
narrow-and-deep approach is characterized by
theMany Labs replication projects (32). In those,
many replications of single effects allow precise
estimates of effect size but result in general-
izability that is circumscribed to those individual
effects. Pursuing both strategies across disciplines,
such as the ongoing effort in cancer biology (35),
would yield insight about common and distinct
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Fig. 3. Original study effect size versus replication effect size (correlation coefficients).
Diagonal line represents replication effect size equal to original effect size. Dotted line represents
replication effect size of 0. Points below the dotted line were effects in the opposite direction of the
original. Density plots are separated by significant (blue) and nonsignificant (red) effects.
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EMBARGOED UNTIL 2PM U.S. EASTERN TIME ON THE THURSDAY BEFORE THIS DATE:

Conducted replications of 100 
psychology effects

Replication effect size half the 
size of the original, on average.

97 of original studies had p< .05; 
only 37 of replications (47 in CI 
of original)

(2015)



Why might an effect not replicate?

1. Effect isn’t real, got unlucky 
in original.

2. Effect is real, but got unlucky 
in replication.

Retain H0 Reject H0

H0 is true correct Error
(Type I)

H0 is false Error
(Type II)

correct

• More than 5% of studies are failing to replicate – why?
• There must be other reasons that researchers are getting a positive 

effect, when there is no effect.



Replication Crisis
• Sometimes known as the “credibility crisis”
• Centered on, but not limited to, social psychology
• A period, from ~2011 to now, of intense worry about the 

credibility of research
• A big part of the credibility crisis has been figuring out what’s 

not working

Slide adapted from Patrick S. Forscher



Potential reasons for replication failure

1. Fraud
2. Actual change in population effect
3. Error in reporting/analysis
4. Hidden moderator
5. Inadequate materials/description
6. Data-depending analysis (“p-hacking”/”HARKing”)
7. File drawer problem (“publication bias”)
8. Low study precision



Reason # 1: Fraud (i.e, researchers are just making up their data) 

This is likely very rare!



Reason #2: Actual change in population 
effect

(Charlesworth & Banaji, 2019)



Next Time: More sources of replication 
failure

1. Fraud
2. Actual change in population effect
3. Error in reporting/analysis
4. Hidden moderator
5. Inadequate materials/description
6. Data-depending analysis (“p-hacking”/”HARKing”)
7. File drawer problem (“publication bias”)
8. Low study precision


